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ABSTRACT 

The Laser Powder Bed Fusion Additive Manufacturing (LPBFAM) is one of the most important 
processes for the production of lightweight, cost-effective, complex, and high-performance end-
use parts.  At present, the cost and time associated with LPBFAM process development is very 
high due to a lack of fundamental process understanding. In this project, a multi-physics model 
was developed on a highly parallel open-source code, Truchas, with the ultimate goal of 
providing experimentally validated process maps for tailoring microstructure to achieve desired 
performance for LPBFAM.  As a critical step towards fully LPBFAM modeling, modeling of 
single-track laser fusion (STLF) were conducted.   Multi-physics simulations were conducted 
using Truchas for STLF by considering heat transfer, phase-change, fluid dynamics, surface 
tension phenomena, and evaporation.  In order to assess the effect of the fluid dynamics on the 
solidification and ensuing microstructure, a heat transfer-and-solidification-only (HTS) model 
and a fully coupled heat-transfer-solidification and fluid-dynamics (HTS-FD) model were 
considered.  In the HTS_FD model, the fluid flow was considered to be laminar while the molten 
alloy surface is assumed to be flat and non-deformable.  This study is one the first attempt to 
understand the effect of the fluid flow on microstructure in STLF and LPBFAM.  The results 
show that the fluid flow affects the solidification and ensuing microstructure in STLF. 
 
In order to validate Truchas for STLF and LPBFAM modeling, experimental data, which was 
obtained at GE Global Research (GEGR) for liquid pool shape and microstructure, were 
compared with those from numerical simulation results.  For the keyhole regime case, numerical 
simulation results indicate that the melt-pool shape was typical to that of the conduction case 
with very large deviations from the measured melt-pool depths.  Two sensitivity studies were 
conducted by varying the evaporation flux and the surface tension coefficient at fixed laser 
absorptivities of 0.5 and 0.3, respectively.  The minimum value for the overall combined error, 
between the calculated values with the HTS_FD model and measured values for both the width 
and height of the melt-pool, was attained for a surface tension coefficient of -0.75e-4 N/m.  
 
An analytical solidification model for the columnar-to-equiaxed transition (CET) in rapid 
solidification was used to assess the microstructure variation within the melt-pool.  From 
numerical simulation results, thermal gradient, G, and solidification velocity, V, were obtained in 
order to predict the microstructure type (e.g., dendritic, cellular).  For the fluid-flow HTS_FD 
model, G was found to exhibit a maximum at the extremity of the solidified pool (i.e., at the free 
surface). By contrast, for HTS simulations, G was found to exhibit a maximum around the entire 
edge of the solidified pool.  For the HTS_FD simulations, the minimum values of the cooling 
rate, GV, were found to be approximately half than their corresponding values for HTS 
simulations.  By contrast with the min GV values, the maximum values for GV were found to 
occur for the HTS_FD simulations.  Thus, HTS_FD simulations were found to exhibit a wider 
range of cooling rates than the HTS simulations. Concerning the solidification maps, the 
variation of the solidification velocity, V, as function of the thermal gradient, G, was obtained.   It 
was found that the fluid flow model results (HTS_FD) exhibited an increased spread in the V(G) 
variation within the melt pool with respect to the HTS model results (without the fluid flow).   
 
A preliminary correlation model for the primary dendrite arm spacing (PDAS) based on a power 
law dependence on thermal gradient and solidification velocity was used to estimate PDAS from 
HTS and HTS_FD simulations.  For low laser powers and low laser speeds, the PDAS obtained 
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with the fluid dynamics model (HTS_FD) was larger by more than 30% with respect to the 
PDAS calculated with the simple HTS model.  
 
In the second part of the project, fifty-seven simulations were conducted in order to obtain data 
on microstructure variables that can be used for process map development.  In order to cover the 
entire processing space, thirty-three cases were selected STLF process simulations at six power 
levels and six laser scanning speeds.  The 57 STLF process simulations were conducted as 
follows: 33 simulations with the heat-transfer-only (HTS) model and 24 simulations with the 
fluid flow model (HTS_FD).  The solidification map data shows that for all simulations, a 
columnar dendritic microstructure would be expected.  It was found that the minimum, average, 
and maximum thermal gradient exhibit exponential variations with respect to a process variable 
defined as the ratio between the power and square root of scan speed.  
 
Expected Benefits  

The deployment of the new open-source software tool and process maps will have the potential 
to: 

• Accelerate process certification as required by manufacturers. 
• Accelerate new product introduction,  
• Improve the fidelity of the physical models, establishing a science-based foundation for 

dealing with process challenges in LPBFAM,  
• Decrease the CPU time for complex transient phenomena enough to impact design cycles 

and optimize process development, and 
• Enable the straightforward adaptation to other related metal AM processes.  

 

1. OBJECTIVES AND BACKGROUND  

The main objective of this Cooperative Research and Development Agreement (CRADA) 
project between GE Global Research (GEGR) and ORNL was to investigate the development of 
a process map for the Laser Powder Bed Fusion Additive Manufacturing (LPBFAM) process 
based on multi-physics simulations that consider fluid flow effects.   As a critical step towards 
fully LPBFAM modeling, modeling of single-track laser fusion (STLF) were conducted first.  
GEGR experts on both AM process and materials science worked closely with ORNL 
researchers to adapt Truchas for LPBFAM to: 1) develop process and solidification models, and 
2) generate process maps for melt pool size and microstructure prediction. 
 
The HPC4Mfg Program provides the perfect platform for GEGR to work with ORNL on the above 
challenges. GEGR’s expertise in industrial application and experience with manufacturing 
processes brought the best industrial practice to the program. ORNL’s expertise on advanced 
modeling and simulation and code development for LPBFAM was very important for this 
project. This collaboration with timely support from HPC4Mfg will aid in maturing the 
technology on process modeling to address the manufacturing challenges in optimizing of process 
parameters and tailoring microstructures for desired performance. 
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1.1 BACKGROUND 

Additive Manufacturing (AM) is a revolutionary manufacturing process with clear advantages 
such as lower energy usage, minimum scrap waste, lower buy-to-fly ratio and shorter lead time 
to market. The LPBFAM process is one of the most important forms to realize lightweight and 
cost-effective production of complex, high-performance end-use parts. As a result, this 
technology is being deployed at an accelerated pace across the world. At present, the cost and 
time associated with LPBFAM process development for LPBFAM is very high due to a lack of 
fundamental process understanding. Furthermore, deployed processes are largely sub-optimal. 
This prevents the full exploration of the component design space to the realization of energy 
savings.   
 
A large gap exists in the AM process development to link process parameters to microstructure 
and final part performance. The widespread and economical use of metal AM relies on the ability 
to predict and control microstructures and resulting mechanical properties. Process maps that 
link solidification conditions to melt-pool size and shape, and microstructure will significantly 
reduce process development time and accelerate process certification and new product 
introduction. 
 
 

2. BENEFITS TO THE DOE AMO OFFICE'S MISSION  

The work performed under this CRADA directly supported DOE’s mission in the Advanced 
Manufacturing Office of the Office of Energy Efficiency and Renewable Energy by providing 
modeling and simulation data for Laser Powder Bed Fusion Additive Manufacturing (LPBFAM) 
process.  The modeling tool developed in this project will be available to the industry in large, 
including automotive, aerospace, machinery, electronics, and medical, to transform their current 
trial-and-error based methodology to digital tool guided and physics-based methodology. This 
will not only help to compress time to explore large parameter space to achieve optimal 
microstructure, accelerating the development and deployment time of AM processes for desired 
performance, but also will open new possibilities for process development in identifying solutions 
outside of current process parameter space. The developed tools will enable inclusion of more 
physical phenomena in the models and perform calculations that capture transient phenomena 
quickly enough to impact design cycles, where HPC facilities become widely available, and thus 
reduce both cost and significant energy consumption on physical experiments. Process 
development is also a key part towards certification of LPBFAM materials and processes.  
 
Significant benefits of AM have been reported by U.S. Department of Energy (DOE) (AMO, 
2012). For instance, AM can reduce materials needs and cost by up to 90% and use only 2-25% 
of energy to remanufacturing parts to return end-of-life products to as-new condition. The 
manufacturing flexibility from AM also yields organic design with light weight, which will help 
on cutting CO2 emissions for industry in general. Most recent data on energy and emissions 
saving potential of AM for aerospace industry showed that: with lightweight and cost-effective 
designs for aircraft components, estimated fleet-wide life-cycle primary energy savings at most 
reach 70-173 million GJ/year in 2050, with cumulative savings of 1.2–2.8 billion GJ. Associated 
cumulative CO2 emission reductions were estimated at 92.1–215.0 million metric tons. In 
addition, thousands of tons of aluminum, titanium and nickel alloys could be potentially saved 
per year (Huang et al., 2015).  The AM technology, which improves materials efficiency, 
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reduces life-cycle impacts, and enables greater engineering functionality, has been increasingly 
adopted by several industries (automotive, aerospace, machinery, electronics, and medical). A 
compound annual growth rate (CAGR) of 35.2% has been reported in 2014, the highest in two 
decades (Wohlers Associates, 2015). The adoption of AM is projected to increase from $365.4M 
in 2015 to $1.8B in 2023, attaining a 19.51% CAGR for automotive industry; from $723M in 
2015 to $3.45B in 2023, an 18.97% CAGR for aerospace industry (Columbus, 2015). 
 

3. TECHNICAL DISCUSSION OF WORK PERFORMED BY ALL PARTIES 

While AM continues to expand dramatically, the cost and time associated with the process 
development for LPBFAM are still high and slow, respectively (Frazier, 2014). A large gap exists 
in the AM process development to link process parameters to microstructure and part performance. 
The widespread and economical use of metal AM relies on the ability to predict and control 
microstructures and resulting mechanical properties. Process maps that link solidification 
conditions to melt-pool size and microstructure will significantly reduce process development time 
and accelerate process certification and new product introduction.  
  
Process maps for Laser Engineered Net Shaping (LENS) process were developed (Vasinonta et 
al., 1999; Vasinonta et al., 2001; and Beuth and Klingbeil, 2001). However, the extension to 
LPBFAM of those process maps is constrained by computational resources and consolidated 
solidification theory with insufficient validation data, due to much higher spatial and temporal 
resolution specific to LPBFAM.  In LPBFAM, by varying particle size distribution (PSD) of 
powder, laser parameters (power, scan speed, beam diameter, and hatch spacing), metal alloys 
can experience large range of solidification conditions (Bontha et al., 2006), namely, temperature 
gradient (G) and solidification velocity (V), from ~1,000 K/m to 1,000,000 K/m and ~0 m/s to 
10 m/s, respectively. The resulting solidification microstructure will vary dramatically based on 
the process parameters (Hunt, 1984).  Current solutions to predict thermal history in LPBFAM is 
using either an analytical approach, e.g., Rosenthal solution (Bontha et al., 2006) or 
commercially available FEA software (Vasinonta et al., 2007). These computational resources 
and expertise available at ORNL are not available at GEGR and are crucial for addressing three 
main challenges listed below with the proposed solutions to advance the process development of 
LPBFAM: 

A. Analytical approaches are the most efficient methods, but they lack accuracy as the 
solution is dominated by heat transfer without temperature-dependent material properties.  

B. Finite element/volume methods that include fluid dynamics effects seem to be more 
accurate than those that exclude the fluid flow effects. However, commercially available 
CFD software for LPBFAM is largely limited by either its scalability to utilize HPC or 
the associated high license cost.  

C. There are no massively parallel CFD codes that can simulate the solidification for 
LPBFAM process. A typical LPBFAM process involves ~30 microns powder layer 
thickness with melt pool width ~150 microns width moving at speeds as high as 1 m/s.  
Moreover, melting-solidification phenomena occur at sub-microns scale. To perform 
“brute-force” physics-based numerical modeling, a representable region of interest will 
require mathematical solutions for tens of billions of non-linear equations of heat 
transfer, solidification and fluid dynamics. Thus, extensive computational resources are 
needed to tackle the problem in addition to the extensive computational resources. 
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Most of the studies on predicting grain morphology based on solidification maps were conducted 
for heat-transfer-solidification-only (HTS) models, i.e., without including the fluid flow effects.  
This was partly due to either the lack of comprehensive solidification models that include the 
fluid flow effects or excessive computational time required to conduct coupled fluid dynamics 
and solidification simulations (HTS-FD).  Recently, several codes are being developed for AM 
simulation (Bikas et al., 2016 and Schoinochoritis et al., 2017).  However, their availability is 
limited due to software costs or are used internally at research centers.   
 
ORNL has unique expertise in modeling solidification defects using the highly scalable open 
source code, Truchas.  Truchas was developed under the Advanced Simulation and Computing 
(ASC) program at Los Alamos National Laboratory (LANL) for simulation of metal casting 
processes (Korzekwa, 2009; Raghavan et al., 2016). Recently, Truchas was customized in an 
internal funded effort by ORNL to study the heat source distribution for various beam paths for 
EBM.  Since Truchas accounts for the characteristics of laser and essential physics, it was 
selected for the process modeling of LPBFAM. In this report, single-track laser fusion (STLF) 
simulations were conducted. 
 

3.1 CONSTITUTIVE EQUATIONS FOR LASER FUSION MODEL 

Truchas is an open-source, multi-physics simulation code at continuum length-scales designed to 
solve large problems on parallel high-performance computing (HPC) platforms (Korzekwa, 2009).  
The energy transport model in Truchas accounts for alloy solidification.  The incident heat flux at 
any location (x, y) on the top surface from the laser beam is given by the Gaussian profile, as:  
 

𝑞"4(𝑥, 𝑦) =
:	;
<=>

𝑒@:
ABCBD(E)F

>
GAHCHD(E)F

>

I> , (1) 
 
where P is the laser power, R is the laser beam radius, and (xo(t), yo(t)) indicates the position of 
the center of the laser beam.   It is well known that without including the heat flux losses due to 
the metal evaporation under very high laser energy, the calculated temperatures would be 
unrealistically high (Lei et al, 2001).  Assuming an emission from a gray body, the total heat flux 
into the top surface – including losses due to natural/forced convection, thermal radiation, and 
evaporation, is given as: 
 

𝑞" = AK	𝑞"4 − ℎM(𝑇 − 𝑇O) − εQσ(𝑇S − 𝑇OS) − 𝑞TUVW, (2) 
 
where, AK, εQ, hC, T, TA, , are the absorptivity of the alloy surface at the wavelength of the 
laser, total hemispherical emissivity of the top surface, heat transfer coefficient, surface 
temperature, ambient temperature, and Stefan-Boltzmann constant, respectively.  The 
evaporation model, which was implemented in Truchas as part of our project, was based on 
evaluating: (a) the saturated vapor pressure of liquid alloy using the Clausius-Clapeyron 
equation, and (b) the heat flux loss due to evaporation, qevap, of a mass flux given by the Hertz-
Knudsen-Langmuir equation (Glang, 1970) as a function of the latent heat of evaporation, Levap, 
molecular weight, M, surface temperature, Ts, saturated vapor pressure, and universal gas 
constant, R, as: 
 

€ 

σ
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𝑞TUVW = 𝐿TUVW𝛽𝑝[exp _− `1 𝑇ab − 1 𝑇[b c 𝐿TUVW 𝑀 𝑅⁄ gh i
:	<	=	jk

, (10) 

 
where po is the reference ambient pressure, and saturation temperature, To=Tsat(po).  Here, b is an 
empirical coefficient which was introduced to accounts for condensation effects. 
 
Projection (or, fractional-step) algorithms for solving the Navier-Stokes equations are composed 
of advection – or predictor – step and projection step (Bell et al., 1989; Almgren et al., 1996).   
These projection-based solution algorithms for fluid flows were implemented in the Telluride 
and Truchas codes (Bell et al., 1989; Reddy et al. 1997).  The projection method was adapted to 
interdendritic flows based on variable-density projection methods (Bell et al., 1992) in Sabau et 
al. (1999) and Sabau and Viswanathan (2002) by introducing an additional projection variable to 
(a) exactly enforce the constraint given by mass conservation by applying the projection to the 
volumetric-averaged momentum of the convected alloy and (b) treat implicitly the drag terms in 
order to remove the severe time step restrictions associated with semi-implicit discretization. 
 
Thermo-capillary forces due to the surface tension variation and large temperature gradients 
across the molten metal surface, are the main driving force for fluid flow during LPBFAM.  
Thermo-capillary forces were first considered in flat-surface models, in which the molten alloy 
surface was held fixed, i.e., imposing no-flow boundary condition in the direction normal to the 
surface.  In order to simplify the modeling of surface tension effects on free-deformable surfaces, 
the Continuum Surface Force (CSF) method was developed by transforming the interfacial 
surface force into a volume force in the region near the interface (Brackbill et al., 1992; Francois 
et al., 2006).  The CSF model was first implemented in the LANL codes, including Truchas.  The 
specific implementation of the thermo-capillary forces, i.e., Marangoni forces, was described in 
Francois, Sicilian, and Kothe (2006).  Although the full VOF and CSF free-surface models are 
well established and available in Truchas, their extension to processes that include phase 
changes, such as casting and welding, by including specific formulations for those cells in the 
semisolid (mushy) state is not completed.  CFS models for handling these mushy zone cells and 
adhesion of fluid/semi-solid cells to its solid phase are being developed.  Saldi (2012) conducted 
a comprehensive review on flat-surface models for surface tension effects for welding 
applications.  The flat-surface assumption for thermo-capillary forces was extensively used for 
welding, including those laser-based (Chan et al., 1984; Chan et al., 1987; Choo et al., 1992; 
Pitscheneder et al., 1996; Chan et al., 1983; Mishra and Debroy, 2005; Ribic et al., 2008; and 
Saldi 2012).  For welding, there are few studies that compare the results for non-deformable 
surface with those from fully free-surface models (Thompson and Szekely 1989; Ha and Kim, 
2005; Saldi 2012). As reported by Saldi (2012), most of the flat-surface laminar models used for 
welding employed multiplier factors for the thermal conductivity and the viscosity in order to 
obtain a good agreement with the measured weld pool shapes (Choo et al. 1992, Choo and 
Szekely, 1994), Mundra and DebRoy 1993), Pitscheneder et al. 1996).  On the other hand, even 
for flat-surface models, the addition of turbulence models for fluid flow was found to improve 
the agreement with the measured weld pool shapes (Choo and Szekely, 1994; Hong et al., 2002; 
and Hong et al., 2003).   
 
To the best of our knowledge there were no LPBFAM simulations in which the fluid flow effects 
were considered.   In this study, as a step toward a comprehensive multi-physics LPBFAM 
model, the laminar fluid flow is considered while the molten alloy surface is assumed to be flat 
and non-deformable.  Even though for laminar flow, the flat-surface assumption is expected to 
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under-predict the weld pool depth for IN625with negative surface tension coefficient (Saldi, 
2012), important insights can be obtained on the effect of fluid flow on the solidification during 
LPBFAM.   
 
To be concise, only the equations related to the implementation of the surface tension algorithm 
are given in this study.  The surface tension force term in the tangential direction, FS(T), appears 
in the predictor step of the projection-based algorithm, in which an intermediate velocity, u*, is 
computed from the momentum equation as: 
 
𝜌 `𝐮

∗@𝐮o

∆q
+ 𝐮 ∙ ∇𝐮c = 	𝜇	∇:𝐮v + 𝜌𝛽[(𝑇 − 𝑇[)𝐠 − 𝜌x𝐮v 	

yz{
yq
− 𝑔4𝐶~𝐮∗ + 𝐅𝐒(j), (3) 

 
where 𝜌 is the liquid alloy density, ∆𝑡 is a time step, µ is the dynamic viscosity of the fluid, gL is 
the volumetric fraction of the liquid, and CD is a drag term that accounts for the Darcy’s and 
Forchheimer’s terms (Sabau and Viswanathan, 2002), and superscripts “n” indicates the 
variables at the previous time level.  Although the interdendritic flow was not considered in this 
study, the Darcy’s and Forchheimer’s terms were included in the Eq. (3) for the sake of 
completeness.  The Navier-Stokes equation is solved for all the computational cells in which the 
liquid fraction is above a given coherency threshold value, 𝑔4�[�: 
 
𝑔4 ≥ 	𝑔4�[�  (for fluid cells) (4) 
 
The default value for 𝑔4�[� in Truchas was considered to be 0.01.  All the fluid flow simulations 
were conducted using this default value for the 𝑔4�[�, unless otherwise noted.  
 
Surface tension varies linearly with temperature, while density variation with temperature is 
considered by using the Boussinesq approximation 𝛽[ is the coefficient of thermal expansion).  
All the properties are listed in the appendix D, where the input file is given.  For a flat-surface 
normal to the Z-axis of the system of coordinate, the components of the FS(T) are non-zero only 
in the cells on the top surface and are given as: 
 
𝐅𝐒(j) = ��

�j
	`yj
y�
, yj
y�
, 0	c. (5) 

 
 
Because the interface is flat and constant (having zero curvature), the surface tension force has 
only a tangential component.  Thus, the projection step is comprised of the following update of 
the total pressure, 𝑃 = 𝑝 + 𝜌	𝑔	ℎ, and velocity: 
 
∇ ∙ A𝜎W∇𝑃v��F = 	

�
∆q
∇ ∙ (𝜌	𝑔4𝐮∗) and 𝜌	𝑔4

𝐮oG�@𝐮∗

∆q
= 𝜎W∇𝑃v��, (6) 

 

where the projection variable is given by: 

𝜎W =
	z{

��	z{	M�∆q �⁄
. (7) 
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The implementation in Truchas of the thermo-capillary model was validated by Francois, 
Sicilian, and Kothe (2006) against analytical results of Bauer and Eidel (2003) for a “rigid-lid” 
cavity problem, in which a free-slip boundary condition was imposed for velocity at the fixed 
free-surface and a linear distribution of temperature between the two differentially heated walls 
was imposed. 
 

3.2 EVALUATION OF MICROSTRUCTURE FROM LPBFAM SIMULATIONS 

Solidification in LPBFAM process governs the size and morphology of microstructure features, 
such as primary arm spacing and the extent of micro-segregation, which in turn affect the 
properties of the additively manufactured parts. The microstructure types and its length-scales 
were shown to be governed by the following variables (Hunt, 1984): local temperature gradient 
(G), solidification velocity (V), and combinations thereof: the cooling rate (dT/dt, or GV) and 
G/V. While G/V can be used to assess the type of the solidification front (planar, cellular, or 
dendritic), GV (cooling rate) controls the size of the solidification structure (Kurz and Fisher 
1998; Rappaz and Dantzig, 2009; Raghavan et al. 2016, Raghavan et al. 2017, and Ghosh et al., 
2018).  The temperature gradient (G) is calculated, as:  
  
𝐺 = �𝐺�: + 𝐺�: + 𝐺�:, (8) 

where Gx, Gy and Gz are temperature gradients along X, Y and Z directions, respectively.  The 
solidification velocity, or growth rate, is calculated as the ratio between cooling rate, dT/dt, and 
temperature gradient, as: 
 
𝑅 = �j

�q
�
�
. (9) 

Although the laser-based AM processes feature nominally a smaller beam size, e.g., 100 
microns, the solidification-related variables G and V were found to vary within the solidified 
melt-pool, which is of sub-millimeter length-scale.  From heat-transfer and solidification 
simulations that excluded fluid dynamics effects, it was found that both G and V increase as the 
melt-pool becomes smaller with increasing the laser scan speed, U (Ghosh et al. 2018). On the 
other hand, G decreases as the melt-pool becomes larger with increasing laser power, P, for a 
constant laser scan speed, U.  It was found that low V’s and high G’s exist at the bottom of the 
melt-pool whereas a higher V’s and lower G’s exist close to the melt-pool surface (Ghosh et al., 
2017).  It is, thus, very important to assess the variation of the microstructure related variables, 
G, V, G/V, and GV over the solidified melt-pool, in order to understand the microstructure 
variation in LPBFAM process. 
 
An analytical model was developed by Hunt (1984) to understand the columnar-to-equiaxed 
transition (CET) in welding processes.  Hunt’s CET model relates the thermal gradient (G), 
growth rate (V) and volume fraction of equiaxed grains (Φ) during solidification.  The columnar-
to-equiaxed transition (CET) was considered to occur when the volume fraction of equiaxed 
dendrites would reach a certain value to block the growth of the columnar dendrites. According 
to the Hunt (1984) criterion, the (G, V) thresholds for CET can be obtained using certain volume 
fraction of equiaxed dendrites at the growth interface of columnar dendrites under different 
growth conditions.   Gäumann et al. (2001) extended the theory using the Kurz-Giovanola-
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Trivedi (KGT) model for rapid solidification processes by neglecting the nucleation 
undercooling (ΔTn) at high thermal gradients (e.g., 106 K/m) and simplified the model, as: 
 

`�
o

�
c = 𝑎 �` @S<�D

� �v(�@�)
c
�
� . �
v��

�
v

, (10) 

where No is the number of nucleation sites, Φ is the volume fraction of equiaxed grains, n and a 
are alloy-dependent constants. Number of nucleation sites and volume fraction of equiaxed 
grains can be determined from experimental observations.  Without having experimental data on 
the number of nucleation sites, the CET curves used in this study for IN625 were those obtained 
by Hu et al. (2018) at volume fraction of equiaxed dendrites of 0.66% and 49%, as shown in 
Figure 1: (a) the area above the dotted line (49% fraction of equiaxed dendrites) corresponds to 
the fully equiaxed dendrites zone; (b) area below the dash-line (0.66% fraction of equiaxed 
dendrites) corresponds to the fully columnar dendritic microstructure; and (c) area between the 
dotted line and dash line would exhibit mixed (equiaxed and columnar) dendritic microstructure. 
 

 
Figure 1. (G, V) microstructure selection map based on Hunt’s model for IN625. 

 
 
In this study, the solidification microstructure-related variables (G, V, G/V, and G V) were 
obtained during the simulation with the Truchas code.  For CET prediction based on (G, V) 
microstructure maps, the G was evaluated at a fraction solid fS=0.05, which is close to the 
liquidus temperature (Nastac, 2004).  For calculation of primary dendrite arm spacing (PDAS), 
the G is usually averaged over most of the solidification interval, i.e., fs=0.05 to 0.95.  

3.2.1 Correlations for primary dendrite arm spacing (PDAS) 

The dependence of PDAS (𝜆�) on G and V was reviewed by Ghosh et al. (2017) for Ni 
superalloys, where experimental data was referenced (Bouse and Mihalisin, 1989; and Whitewell 
et al., 2000).  Based on Hunt (1979) and Kurz and Fisher (1981), the power law dependence can 
be written in a general form, as  
 
𝜆� = 𝐴[	𝐺@�	𝑉@v,  (11) 
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where m and n are positive exponents.  Analytical expressions for constant 𝐴[ as a function of 
material properties were derived by assuming spherical or ellipsoidal dendrite tips (Hunt, 1979, 
and Kurz and Fisher, 1981, respectively).  In these analytical models, the exponents in Eq. 10 
were m=0.5 and n=0.25.  Another power law for the PDAS dependence was shown to be simply 
(𝐺	𝑉)@� (Whitewell et al., 2000). Keller et al. (2017) showed for IN625 that Hunt’s model 
yields PDAS values closer to the experimental values than Kurz-Fisher model, using G and V 
values from heat-transfer-and-solidification simulations, similar to the HTS model in this study. 
Keller et al. (2017) also indicated that neither Hunt’s model nor Kurz-Fisher’s model provides an 
“objective good fit” as the dendrite tips under severe solidification conditions may differ than the 
spherical or ellipsoidal shapes assumed in the development of these models. In Hunt’s model, 
𝐴[ = 𝐴	(𝑘Γ∆𝑇[𝐷4)¢.:£ , where k is the partition coefficient, Γ the Gibbs Thomson coefficient, 
∆𝑇[ the equilibrium freezing range, DL the diffusivity of the liquid.  
 
Ghosh et al. (2018) used G and V values from heat-transfer-and-solidification simulations of 
single-track laser scan on bulk IN625 to identify that an appropriate range for the model constant 
A in Hunt’s model was between 1.3 and 1.7.  Using the following values for the material 
properties of IN625 - k=0.48, Γ = 2.2e-7 K m; ∆𝑇[=60 K, and DL=3.0e-9 m2/s (Ghosh et al. 2018) 
– the factor (𝑘Γ∆𝑇[𝐷4)¢.:£, was estimated to be 3.7131e-4 (K:m�s@�)¢.:£; where the 
engineering E-notation was used to specify the values of each variable, i.e., 1.2e-9 would mean 
1.2x10-9.  
 
Considering a mean value of A of 1.5 for Hunt’s model constant, the constant 𝐴[ in Equation 10 
was evaluated and PDAS equation becomes 𝜆�[µm] = 557	𝐺[K/m]@¢.£	𝑉[m/s]@¢.:£.  We have 
to emphasize that this correlation was developed using calculated values for G and V from an 
HTS model, without considering fluid dynamic effects. Thus, this analytical PDAS expression is 
an acceptable initial correlation.  This analytical expression has to be recalibrated when material 
properties used in the HTS model would be different than those used by Ghosh et al. 2018 and 
Keller et al. (2017), as G and V would be different.   

3.3 EXPERIMENTAL DATA FOR SINGLE-TRACK LASER FUSION 

Melt-pool geometry and microstructure data for single-track laser fusion (STLF) experiments, 
which was obtained at GEGR, was provided as in-kind for this project.  For IN625, the melt-pool 
shape was found to be similar in both powder and fully-dense substrate cases (Ghosh et al., 
2018), although the laser powder bed fusion exhibited additional width and height variations due 
to handling of the powder particles.  Thus, experiments for single-track laser fusion on fully-
dense bulk material are a precursor to the LPBFAM.  Moreover, the microstructure for single-
track laser is representative for the LPBFAM process as the bottom part of the melt-pool would 
consist of re-melted and re-solidified bulk material, which is below the powder-bed, resulting in 
similar solidification conditions as those for STLF.  The laser beam diameter was set to 80 
microns, unless otherwise noted.   
 
Two batches of cases were selected to assess the fluid dynamics effects on the melt-pool and 
microstructure.  The first STLF batch comprises one case with a melt-pool dominated by 
conduction and another case with an elongated, keyhole melt-pool (Table 1).  These two cases 
would be used to assess if the STLF can predict the key-hole melt-pools.  The low-resolution 
optical micrographs for the melt-pool are shown in Figure 2. The second STLF batch consists of 
4 cases (Table 2), all with different laser power and scan speed levels that yield different primary 
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dendrite arm spacings (PDAS).  The high-resolution SEM micrographs for the melt-pool are 
shown in Figure 3.  These SEM pictures were sized to scale, i.e., the 20 micron marker has the 
same length in all the four figures. 
 

Table 1. Single-track laser fusion cases in the conduction and key-hole regime considered for 
melt-pool assessment. 

Case File 
name 

Power 
[W] 

Speed 
[mm/s] 

Exp. Melt-
pool width 

[um] 

Exp. Melt-
pool Depth 

[um] 

Regime 

1 mp1 100 300 132 46 Conduction 
2 mp2 150 300 196 168 Key-hole 

 
 

(a)  (b)  
Figure 2. Optical micrographs of the melt-pool for a single laser track experiments: (a) mp1 and 

(b) mp2 cases. 

 
Table 2. Single-track laser fusion considered for melt-pool assessment and microstructure 

analysis in the conduction regime. 
Case id Power [W] Speed 

[mm/s] 
Exp. Melt-
pool width 

[um] 

Exp. Melt-
pool Depth 

[um] 

PDAS [um] 

p2s05 75 50 158 58 0.99 
p2s1 75 100 131 49 0.72 
p2s2 75 200 110 39 0.60 
p4s6 150 1000 89 31 0.50 
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(a)  

(b) (c)  

(d)  
Figure 3. SEM micrographs of the melt-pool in bulk material for single laser track experiments: 

(a) p2s05, (b) p2s1, (c) p2s2, and (d) p4s6. 



 

17 

 
Figure 4. Vertical cross-section normal to the scan direction where melt-pool microstructure 

images were taken. 

 

3.4 SETUP OF STLF SIMULATION MODEL AND MATERIALS PROPERTIES 

Two types of models are considered for the simulations, with and without the fluid dynamics 
effects, HTS-FD and HTS, respectively, as illustrated in Table 3.  
 

Table 3. Simulation types to assess fluid dynamics effects on STLF simulations. 

Model 
type 

*Heat 
Transfer Evaporation Fluid 

Flow 
**Surface-

tension 
Free-

moving 
surface 

Recoil 
Pressure 

HTS Y Y - - - - 
HTS_FD Y Y Y Y - - 

*includes: (1) evaporation, (2) latent heat release due to phase changes (melting/solidification), 
and (3) evaluation of microstructure-related parameters (G, V) 

**Flat-surface 
 
Thermo-physical properties required at input for the numerical simulations were selected based 
on literature review or were calculated based on thermodynamic simulations using JMatPro 
software (Saunders et al., 2003).   Valencia and Quested (2008) reviewed the thermophysical 
property data for Ni superalloys.  Mills et al. (2006) provided property relationships as a function 
of alloy composition.  Thermophysical property data is given Appendix A for specific heat, 
thermal conductivity, viscosity, and surface tension.  The temperature dependence required in the 
Truchas input file as a power-law polynomial are given in Appendix D.   
 
There was no experimental data found in the literature on coefficient of surface tension 
specifically for IN625.  The JMatPro calculated data on coefficient of surface tension, ds/dT, 
was found to vary between -4e-4 N/m at liquidus to -2.4e-4 N/m at temperatures above 2,500 C 
(Appendix A). The experimental data for ds/dT of Ni superalloys (CMSX-4, IN738LC, 
MM247LC, and C263) was found to vary between -6.8e-4 N/m to -15e-4 N/m (Aune et al., 2005 
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and Matsushita et al., 2011).  For IN718, ds/dT was measured to be -1.1e-4 N/m (Mills et al., 
2006). This range of reported values for ds/dT are fairly close to those estimated based on 
JMatPro simulation data.   
 
A short literature review is presented here on optical properties that were not evaluated using the 
JMatPro software.  A literature review on materials properties for IN625 indicated that 
emissivity and absorptivity exhibited a wide range of reported values.  Two optical properties are 
required for the simulation: hemispherical emissivity for thermal radiation losses and 
absorptivity at the laser wavelength, AK.  Measured data on hemispherical emissivity of bulk 
IN625 was reported to be increasing with temperature from 0.32 to 0.38 at temperatures of 370 
and 925 oC (Compton, 1986). However, the emissivity of oxidized and rough surfaces would be 
much higher.  Keller et al. (2018) did not explicitly give a value for emissivity.  In this study, an 
emissivity of 0.7 was considered for thermal radiation losses.   

 
Keller et al. (2018) used AK=0.5 for modeling the LPBFAM of IN625 alloy.  For an Inconel alloy 
(79.5 Ni, 13.0 Cr, 6.5 Fe, and 0.08 C), the absorptivity at 1.06 um wavelength was estimated 
using a validated Drude model (Chen and Ge, 2000) to be approximately 0.24 at temperatures of 
120 to 600 oC (Boyden and Zhang, 2006).   Using the following relationship between the 
absorptivity and resistivity r(T), (Bramson, 1968; DebRoy and David, 1995): 
 

AK(𝑇) = 0.365h¨(j)
©
− 0.0667 ¨(j)

©
+ 0.006 `¨(j)

©
c
�.£

, (12) 
 
the absorptivity for IN625 was estimated to be 0.33 at 1.064 um wavelength and a resistivity of 
1.3e-4 Ohm cm.   
 
In this study, a single laser scan line was simulated until uniform steady-state conditions were 
reached.  Using symmetry on the centerline of the scanline, the computational domain was set to 
1.1, 0.5, and 0.4 mm in the scan direction (X), lateral direction (Y), and depth (Z), respectively.  
The mesh used is shown in Appendix B. Within the overall domain, a subdomain in which the 
melt-pool is expected to develop was further refined.  The length of the high-resolution 
subdomain was of 0.709, 0.103, and 0.072 mm in the X, Y, and Z directions (Appendix B).  The 
mesh resolution in the high-resolution subdomain was 4.07, 2.65, and 1.85 microns in X, Y, Z 
directions, respectively.  The boundary conditions for the computational domain are indicated in 
Figure 5.  The simulation setup for Truchas simulations is presented in Appendix C. The entire 
Truchas input file is included in Appendix D. 
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Figure 5. Computational domain for LPBFAM simulations identifying heat transfer boundary 

conditions. 

 

3.5 DUAL-SIMULATION AT MELT-POOL AND COMPONENT LENGTHS-SCALES 

A global-master simulation and local simulation were envisioned to reduce the CPU time 
required to simulate LPBFAM (Figure 6).  The main master Truchas simulation would consist 
only simulating the heat transfer-and-solidification while exchanging and storing detailed 
information from the micro-simulation on microstructure-related variables, such as thermal 
gradient, G, and solidification velocity, V.  
 
The local simulation will include the fluid dynamic effects on the laser melting process 
solidification models at the micro-scale in addition to the heat transfer (and latent heat release 
due to melting/solidification).  For the local simulation, two approaches were considered for 
evaluation: (a) in the Lagrangian approach, the local simulation would consist of a controlled 
volume that is continuously moving with the laser beam; and (b) in the Eulerian approach, the 
local simulations will be activated as the laser beam moves across specific controlled volumes.  
The local simulations will be truly HPC simulations in order to speed up the simulations.  Local-
simulations would be limited to the 3x wide and 6x length the beam size while the height will be 
dynamically allocated to include 2x the liquid pool size.  The local simulations would need the 
get the data on temperature distribution prior to their onset.   
 
The main master Truchas simulation would consider only the heat transfer while exchanging and 
storing detailed information from the micro-simulations on microstructure length-scales. Thus, 
the fluid dynamics effects on the LPBFAM would be considered without excessive CPU expense 
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and loss of accuracy.  The local-global approach would enable an efficient allocation of 
computer resources, e.g., velocity and pressure data fields and ensuing CFD solver data need to 
be allocated only over a small domain of the beam size length scale.  
 
This approach for conducting dual-simulations at melt-pool length-scales and component 
lengths-scales is schematically represented in Fig. 6.  It was decided to use the Lagrangian 
approach for the local simulation. The global simulation at component scale will be conducted in 
a fixed system of reference, while the simulation at melt-pool scale will be conducted with 
respect to a system of reference attached to the laser beam in order to significantly decrease the 
CPU time. 
 
Concerning the local simulation implementation, the source code modification of Truchas for a 
moving system of reference (MSoR) simulation was completed by Alan Stagg and Adrian Sabau 
at ORNL.  The temperature and liquid fraction data from the MSoR simulation is shown in 
Figure 7 at two locations on the top surface: (a) X=0 (center of the domain) and (b) X=107 um 
from the center of the domain.  The data shows that the uniform steady state is reached after a 
simulation time of approximately 1.4 ms. 
 
  

 
Figure 6. Dual-simulation approach for modeling of Additive Manufacturing. 

 

(a) (b)  
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Figure 7. Temperature and liquid fraction from the HTS_FD MSoR simulation at two locations 
on the top surface of the melt-pool with: (a) X=0, and (b) X=107 um from the domain center. 

 
The HTS_FD simulation in moving system of reference (MSoR) can provide accurate data on 
the liquid pool shape.  However, the liquid pool will never solidify in the MSoR simulation.  In 
order to obtain the thermal gradient, G, and solidification velocity, V, which are required for 
evaluating the microstructure type, temperature data need to be recreated from the MSoR 
temperature data into the static, absolute system of reference. Since this data post-processing of 
the steady-state simulation is not trivial on a multi-processor simulation, the project team made 
the decision to cease further development in order to obtain useful LPBFAM data within the 
budget. 

3.6 NUMERICAL SIMULATION RESULTS FOR STLF TO ASSESS FLUID FLOW 
EFFECTS ON MICROSTRUCTURE 

In order to validate Truchas for STLF and LPBFAM modeling, experimental data, which was 
obtained at GEGR for liquid pool shape and microstructure, were compared with those from 
numerical simulation results at two power levels for a constant scan speed.  The results show 
that the melt-pool shape was affected by the fluid dynamics.   
 
First, the melt-pool dependence on evaporation and surface tension coefficient was studied for a 
laser absorptivity of 0.5.  These STLF simulations were conducted on Titan using 288 CPUs per 
each run, for a total of 5760 CPUs for the 20 runs that were conducted. Each STLF simulation 
ran for 12 hours to simulate approximately 2ms of actual STLF processing time. 
 
Second, the melt-pool dependence on beam size, evaporation, and surface tension coefficient for 
an absorptivity of Al = 0.3 was studied.   In total, twenty-five cases were run, fifteen runs for the 
HTS model and ten runs with the HTS_FD model.  Each of the twenty-five runs was conducted 
on an HPC Linux Cluster (CADES) with 32 CPUs per each run.   

3.6.1 Melt-pool dependence on evaporation and surface tension coefficient at a laser 
absorptivity of 0.5 

Numerical simulation results for the temperature evolution at a point located in the center of the 
beam path is shown in Figure 8, for the mp1 simulation case considered in Table 1 to illustrate 
the evaporation effect on the temperature field and ensuing solidification.  For this sensitivity 
study, an absorptivity of AK=0.5 at 1.06 um wavelength of the laser was used.  The results shown 
in Figure 8, indicate that not only the peak temperature decreased, but also the solidification time 
has been reduced.  
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(a) (b)  
Figure 8. Calculated (a) temperature, and (b) solid fraction at the single-scan centerline to 
illustrate the effect of evaporation on solidification (HTS simulation, mp1 case, b = 0.1).  

 
In order to validate Truchas for STLF and LPBFAM modeling, experimental data, which was 
obtained at GEGR for liquid pool shape and microstructure at a constant speed of 0.3 m/s (Table 
1), were compared with those from HTS_FD numerical simulation results at two power levels 
for a constant scan speed.  Ten cases were considered for HTS_FD STLF simulations for 
different values of the surface tension coefficient, ds/dT, and laser absorptivity, Al (Tables 4 
and 5).   

 
The calculated melt-pool width, Wcalc, and melt-pool depth, Hcalc, are shown in Tables 4 and 5 for 
the mp1 case (conduction regime) and mp2 (keyhole regime), respectively.  The corresponding 
errors of the calculated melt-pool widths and depths with respect to the measured values (Wexp 
and Hexp) were calculated, as: 
 
Werror [%]=100*(Wexp- Wcalc) / Wexp, and Herror [%]=100*(Hexp- Hcalc) / Hexp (13) 
 
An overall error between the calculated and measured melt-pool dimensions can be simply 
defined as the average of the absolute values of the errors for the pool width and pool height, i.e., 
(abs(Herr)+ abs(Werr))/2.  The errors for the two melt-pool dimensions were shown in the last two 
columns of Table 4 and 5 for the mp1 and mp2 cases, respectively.  By comparing the melt-pool 
data at constant ds/dT, the absorptivity was found to slightly increase the melt-pool depth and 
melt-pool width.  The error in the melt-pool depth is very high as compared to that for the melt-
pool width, and it is especially very high at 80% for the cases with laser powers of 150 W (i.e., 
mp1 case in the conduction regime).  The error between computed and experimental value for 
the melt-pool width is lowest for an absorptivity value 0.45 (0.5) and 0.55 for cases with laser 
powers of 100 W and 150 W, respectively.  The error between computed and experimental value 
for the melt-pool depth is lowest for an absorptivity value 0.55 for cases with laser powers of 100 
W, while the error is very high at 80% and virtually unchanged for the cases with laser powers of 
150 W.  It has to be noted that the results shown in Tables 4 and 5 were obtained with the 
maximum evaporation rate, i.e., with a value of 1 for b, the empirical coefficient that accounts 
for condensation effects.  For the conduction case, the overall error, (abs(Herr)+ abs(Werr))/2, was 
found to range from 17.9 to 27.6 % (Table 4), with the smallest overall error for the ds/dT = -2e-
4 N/m and Al=0.5. 
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Table 4. Sensitivity of melt-pool geometry on the surface tension coefficient, ds/dT, and laser 
absorptivity for the conduction case (b=1) using HTS_FD model. 

Case 
id 

Power 
[W] 

 ds/dT 
 [N/m] 

Al Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

mp1b 100  -3e-4 0.45 155.08 31.59 -17 31.3 
mp1a 100  -3e-4 0.5 155 31.59 -17 31.3 
mp1c 100  -3e-4 0.55 164.34 33.77 -24 26.6 
mp1e 100  -2e-4 0.5 177.6 35.96 -14 21.8 
mp1a 100  -3e-4 0.5 155 31.59 -17 31.3 
mp1d 100  -4e-4 0.5 164.34 31.59 -24 31.3 

 
Table 5. Sensitivity of melt-pool geometry on the surface tension coefficient, ds/dT, and laser 

absorptivity for the keyhole case (b=1) using HTS_FD model. 
Case 

id 
Power 

[W] 
 ds/dT 
 [N/m] 

Al Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

mp2b 150  -3e-4 0.45 170.86 35.95 12 78.6 
mp2a 150  -3e-4 0.5 175.2 35.95 10 78.6 
mp2c 150  -3e-4 0.55 177.6 35.95 9 78.6 
mp2e 150  -2e-4 0.5 164.36 38.12 16 77.3 
mp2a 150  -3e-4 0.5 175.2 35.95 10 78.6 
mp2d 150  -4e-4 0.5 177.6 35.95 9 78.6 

 
 
In an attempt to rule out the fact that the discrepancy might be due to an inappropriate 
evaporation flux, b, the empirical coefficient that accounts for condensation effects, b, was 
varied as shown in Tables 6 and 7 from its maximum value of 1 (for the “a” cases), to 0.2, 0.1, 
and 0.05.  
 
The distribution of the liquid fraction taken at the maximum liquid pool depth location after the 
uniform steady state was reached is shown in Figure 9, for the conduction cases (i.e., mp1), and 
in Figure 10, for the keyhole cases (i.e., mp2).  For the keyhole cases, the liquid pool shape was 
found to have a shape common to that of the typical conduction case.  From the results shown in 
Figures 9 and 10, the liquid pool depth and width were obtained and shown in Tables 6 and 7.  
Due this large error between the calculated pool depth and measured pool depth for the keyhole 
cases, the keyhole cases were excluded from further analysis in this study. 
 
The results shown in Tables 6 and 7 indicate that the pool width is sensitive to the evaporation 
flux. The pool depth was found to exhibit a weak dependence on the evaporation factor, b.  For 
the conduction case, the overall error, (abs(Herr)+ abs(Werr))/2, was found to range from 20 to 
29.4% (Table 6), with the smallest overall error for b=1.  It has to be noted that for the 
simulation of laser processing and welding of superalloys a factor b=0.1 was found to be 
appropriate.   
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 (a) (b)  

(a)  (a)  

(c) (d)  
Figure 9.  Liquid pool for the conduction dominated cases using HTS_FD model: (a) mp1a, (b) 

mp1f, (c) mp1g, and (d) mp1h. 

 

(a)  (b)  
(a)  (a)  

(c)  (d)  
Figure 10.  Liquid pool for the keyhole cases using HTS_FD model: (a) mp2a, (b) mp2f, (c) 

mp2g, and (d) mp2h. 
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Table 6. Sensitivity of melt-pool geometry on evaporation flux (variable b) for the conduction 
case (ds/dT = -3e-4 N/m, Al = 0.5) using HTS_FD model. 

Case 
id 

Power 
[W] 

b Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

mp1a 100 1 148 33.2 -12 27.8 
mp1f 100 0.2 180 35.5 -36 22.8 
mp1g 100 0.1 180 37.9 -36 17.6 
mp1h 100 0.05 174 37.9 -31 17.6 

 
 
Table 7. Sensitivity of melt-pool geometry on evaporation flux (variable b) for the keyhole case 

(ds/dT = -3e-4 N/m, Al = 0.5) using HTS_FD model. 
Case 

id 
Power 

[W] 
b Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

mp2a 150 1 164 38.7 16 79 
mp2f 150 0.2 193 39.5 1.5 79 
mp2g 150 0.1 208 41.1 -6 78 
mp2h 150 0.05 221 41.1 -12 78 

 
 

3.6.2 Melt-pool dependence on beam size, evaporation, and surface tension coefficient for 
a laser absorptivity of 0.3 

Table 8 highlights the simulation types conducted to obtain melt-pool dependence on beam size, 
evaporation, and surface tension coefficient for an absorptivity of Al = 0.3.   For each of the 
p2s1, p2s2, and p4s6 cases, four HTS runs and three HTS_FD runs were conducted.  Since the 
case p2s05 was for a very low laser scan speed, which required a much larger simulation time, 
only one HTS_FD case and three HTS cases were run.   Thus, a total twenty-five cases were run, 
fifteen runs for the HTS model and ten runs with the HTS_FD model.  Each of the thirty-two 
runs was conducted on an HPC Linux Cluster (CADES) with 32 CPUs per each run.  The 
calculated melt-pool width (in µm) and melt-pool depth (in µm) are shown in Tables 9-13.   
 
Initially, two values of 0.5 and 0.1 were selected for the empirical coefficient that accounts for 
condensation effects, b (Table 9).  The corresponding errors between the calculated melt-pool 
widths and depths were shown in the last two columns of Table 10, respectively.   For cases at 
low laser power of 75 W, the results show that both the pool depth and pool width change with 
the evaporation flux.  Based on preliminary runs for fluid flow with negative surface tension 
coefficient, ds/dT, it is expected that the calculated values from fluid flow simulations would 
result in increased pool widths and decreased melt-pool depths.  For b=0.5, the calculated pool 
depths were smaller than that the experimentally measured values, and the calculated values are 
expected to further decrease for the fluid flow simulations.  Since b=0.5 is unlikely to yield more 
accurate results for the fluid flow cases, cases with b=0.5 were further excluded from further 
evaluation.   
 
For fluid flow HTS_FD model with ds/dT = -3e-4 N/m, the calculated error in the pool width is 
larger than that of the pool depth (25 to 38% as compared with 17 to 30 %) (Table 10).   Since 
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this error seems to be very large, the sensitivity of the melt-pool shape to the laser beam size was 
considered next.   By increasing the beam size from 80 to 100 µm, the calculated pool width 
increases beyond its experimental values even for the heat transfer only cases (HTS), especially 
at higher scan speeds (i.e., cases p2s2 and p4s6 in Table 11).  For fluid flow cases with a beam 
size of 100 um, the calculated pool width was found to deviate by almost 50% from the 
measured values (Table 12).  By decreasing the beam size from 80 to 70 um, the calculated pool 
depth decreases beyond its experimental values for the heat transfer only cases (Table 13; cases 
p2s2 and p4s6).  The corresponding fluid flow cases for 70 um beam size were not run as the 
pool depth would be decreasing even further from the already low values calculated in the heat 
transfer-only simulations.  Based on the results presented in Tables 9 to 13, for the HTS and 
HTS_FD simulations, the initial laser beam size of 80 um was found to be appropriate.  Next, 
the temperature coefficient of the surface tension, ds/dT, was then decreased from -3e-4, to 1.5e-
4, and -0.75e-4.  Results for ds/dT= -0.75e-4 N/mK are shown in Table 14.  As compared with 
the results shown in Table 10 for ds/dT= -3e-4 N/mK, the decrease in the ds/dT was found to 
lower the error in the pool depth, with respect to measured values, to acceptable levels while the 
pool width error further decreased by approximately 10% (Tables 4 and 9).  An overall error 
between the calculated and measured melt-pool dimensions can be simply defined as the average 
of the absolute values of the errors for the pool width and pool height, i.e., (abs(Herr)+ 
abs(Werr))/2.  The overall error was found to range from 23.6 to 32.1 % for the results in Table 
10 (db=80 um, ds/dT = -3e-4 N/m), from 25.7 to 37.3 % for the results in Table 12 (db=100 um, 
ds/dT = -3e-4 N/m), from 12.7 to 17.4 % for the results in Table 14 (db=80 um, ds/dT = -0.75e-
4 N/m). 
 
Table 8. Simulations types conducted to obtain melt-pool dependence on beam size, evaporation, 

and surface tension coefficient. 

Beam size 
[um] b HTS 

ds/dT 
[N/m] for 
HTS_FD 

80 0.1 Y -3e-4 
-0.75e-4 

0.5 Y -3e-4 
100 0.1 Y -3e-4 
70 0.1 Y -3e-4 

 
Table 9. Calculated melt-pool width and height for db=80 um and two evaporation fluxes (b=0.1 

and 0.5) using the HTS model. 
Case 

id 
Powe
r [W] 

Speed 
[mm/s] Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

   b=0.1 b=0.5 b=0.1 b=0.5 b=0.1 b=0.5 b=0.1 b=0.5 
p2s05 75 50 142.8 130 62.9 56 9.62 17.7 -8.45 3.45 
p2s1 75 100 126.8 118 53.7 46 3.21 9.92 -9.59 6.12 
p2s2 75 200 111 98 42.5 37 -0.91 10.9 -8.97 5.13 
p4s6 150 1000 90 83 27.77 23 -1.12 6.74 10.4 25.8 

 
Table 10. Calculated melt-pool width and height for db=80 um and b=0.1 using the fluid flow 

HTS_FD model (ds/dT = -3e-4 N/m). 
Case 

id 
Power 

[W] 
Speed 
[mm/s] 

Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 
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p2s1 75 100 180.4 36 -37.7 26.5 
p2s2 75 200 143.4 32.4 -30.4 16.9 
p4s6 150 1000 111 21.6 -24.7 30.3 

 
Table 11. Calculated melt-pool width and height for db=100 um and b=0.1 using the HTS model. 

Case 
id 

Power 
[W] 

Speed 
[mm/s] 

Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

p2s05 75 50 157.4 64.8 0.38 -11.7 
p2s1 75 100 138.8 55.5 -5.95 -13.3 
p2s2 75 200 120 41.6 -9.09 -6.67 
p4s6 150 1000 101.8 27.7 -14.4 10.6 

 
Table 12. Calculated melt-pool width and height for db=100 um and b=0.1 using the fluid flow 

HTS_FD model (ds/dT = -3e-4 N/m). 
Case 

id 
Power 

[W] 
Speed 
[mm/s] 

Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

p2s1 75 100 194 36 -48.1 26.5 
p2s2 75 200 148 32.4 -34.5 16.9 
p4s6 150 1000 115.6 21.6 -29.9 30.3 

 
Table 13. Calculated melt-pool width and height for db=70 um and b=0.1 using the HTS model. 

Case 
id 

Power 
[W] 

Speed 
[mm/s] 

Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

p2s1 75 100 106.5 51 18.7 -4.08 
p2s2 75 200 83 37 24.5 5.13 
p4s6 150 1000 56 23 37.1 25.8 

 
Table 14. Calculated melt-pool width and height for db=80 um and b=0.1 using the fluid flow 

HTS_FD model (ds/dT = -0.75e-4 N/m). 
Case 

id 
Power 

[W] 
Speed 
[mm/s] 

Wcalc [µm] Hcalc [µm] Werror [%] Herror [%] 

p2s05 75 50 196 62.9 -24 -8.45 
p2s1 75 100 169 51.8 -29.0 -5.71 
p2s2 75 200 137.4 38.8 -24.9 0.51 
p4s6 150 1000 100.5 25.9 -12.9 16.5 

 

3.6.3 Distribution of microstructure-related variables within the melt-pool 

From numerical simulation results, thermal gradient, G, and solidification velocity, V, were 
obtained in order to predict the microstructure type (e.g., dendritic, cellular).  The spatial 
distribution of the microstructure variables in a vertical cross-section through the solidified track 
of liquid pool, normal to the laser scanning direction, were presented for p2s1, p2s2, and p4s6 
cases.  These simulations were run with the parameters identified in the previous section, as: 
laser beam size db=80 um, absorptivity Al = 0.3, empirical coefficient for condensation effects 
b=0.1, and temperature coefficient of the surface tension, ds/dT=-0.75e-4 N/m.  Unless otherwise 
noted, the fluid dynamics Equations 3 and 5 were solved in those cells in which the liquid 
fraction was larger than the coherency threshold of 𝑔4�[� of 0.01 (see Eq. 4).  
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For these three cases, the distributions of the thermal gradient, G, solidification velocity, V, and 
cooling rate, GV, are shown in Figure 11, 12, and 13, respectively.  The same length-scale was 
used for all the graphs in Figures 11, 12, and 13.  The minimum and maximum were selected for 
each case in order to provide the best visual illustration of each variable distribution.  As shown 
in Figure 11, the thermal gradient, G, was found to exhibit a maximum around the edge of the 
solidified pool and a minimum in the entire central region of the solidified pool for the heat-
transfer-only (HTS) model (Figure 11a, c, and e).  For the fluid-flow (HTS_FD) model (Figure 
11b, d, and f), G was found to exhibit a maximum at the extremity of the solidified pool (at the 
free surface and not over the entire edge of the solidified pool) and the minimum in the central 
region below the free surface of the solidified pool (and not at the free surface of the central 
region).   
 
As shown in Figure 12 for the two cases at 75 W laser power, the solidification velocity, V, was 
found to exhibit a minimum around the edge of the solidified pool and a maximum in the central 
region of the solidified pool for the heat-transfer-only (HTS) model (Figure 12a and 12b). For 
the fluid-flow model (HTS_FD), V was found to exhibit some oscillations within the melt-pool.  
At a higher power (case p4s6), V was found to exhibit similar distributions for both HTS and 
HTS_FD models (Figure 12e and 12f). 
 
As shown in Figure 12, the cooling rate was found to exhibit different distributions for the HTS 
model for each of the three cases considered (Figure 13a, c, and e), exhibiting a maximum in the 
melt-pool center for p2s1 case, two-peak value regions (melt-pool center and edge) for p2s2 
case, and at the top surface edge of the melt-pool for p4s6 case.  For the HTS_FD model at 
power of 75 W (i.e., cases p2s1 and p2s2), the maxima were located at different locations than 
those for the HTS model runs.  For the p4s6 case, the distribution of the cooling rate is very 
similar for the HTS and HTS_FD models (Figure 13e and 13f).  
 
The implication of differences in the distribution of microstructure-related variables for the fluid-
flow simulations and for the heat-transfer-only simulations will be discussed in other sections of 
this report. 
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 (a) (b)  

(c)  (d)  

(e) (f)  
Figure 11. Distribution of thermal gradient, G, for the: (a) p2s1 (HTS), (b) p2s1 (HTS_FD), (c) 

p2s2 (HTS), (d) p2s2 (HTS_FD), (e) p4s6 (HTS), (b) p4s6 (HTS_FD). 
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(a) (b)  

(c)  (d)  

(e) (f)   
Figure 12. Distribution of solidification velocity, V, for the: (a) p2s1 (HTS), (b) p2s1 (HTS_FD), 

(c) p2s2 (HTS), (d) p2s2 (HTS_FD), (e) p4s6 (HTS), (b) p4s6 (HTS_FD). 
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(a) (b)  

(c)   (d)  

(e) (f)   
Figure 13. Distribution of cooling rate, GV, for the: (a) p2s1 (HTS), (b) p2s1 (HTS_FD), (c) 

p2s2 (HTS), (d) p2s2 (HTS_FD), (e) p4s6 (HTS), (b) p4s6 (HTS_FD). 

 
The minimum and maximum values for G, V, and GV, over the entire melt-pool, were 
summarized in Table 15.  The minimum G values for the HTS and HTS_FD simulations are 
fairly close, with slightly lower values attained for the fluid flow cases (HTS_FD).  On the other 
hand, the maximum G values were observed for the HTS_FD simulations (with the exception of 
p4s6 case). Both the minimum and maximum values for V were found to occur for the HTS_FD 
simulations, with the exception of the p4s6 case in which the values were very similar between 
the HTS and HTS_FD simulations.  For the HTS_FD simulations, the minimum values of the 
cooling rate, GV, were found to be approximately half than their corresponding values for HTS 
simulations.  By contrast with the min GV values, the maximum values for GV were found to 
occur for the HTS_FD simulations.  Thus, HTS_FD simulations were found to exhibit a wider 
range of cooling rates than the HTS simulations. 
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Table 15.  Minimum and maximum values for G, V, and GV within the melt-pool for HTS and 
HTS_FD models. 

Case 
Model Min G 

[K/mm] 
Max G 
[K/mm] 

Min V 
[m/s] 

Max V 
[m/s] 

Min 
GV 

[K/ms] 

Max 
GV 

[K/ms] 

p2s1 HTS 7.6e+3 18.e+3 0.019 0.15 500 1100 
HTS_FD 5.1e+3 24.e+3 0.014 0.11 170 1500 

p2s2 HTS 6.9e+3 25.e+3 0.035 0.26 690 2000 
HTS_FD 4.5e+3 28.e+3 0.028 0.22 350 5300 

p4s6 HTS 3.2e+3 41.e+3 0.012 0.41 1300 12000 
HTS_FD 2.2e+3 28.e+3 0.013 0.40 890 14000 

 

3.6.4 Computational resources for heat-transfer only simulations and fluid flow 

It is important to obtain CPU time needed to run the HTS and HTS_FD models for each case.  It 
is expected that the HTS_FD models would yield more accurate results, as the melt-pool shape is 
elongated as those seen in the SEM micrographs.   This CPU time data will be used to assess the 
if the additional computational expense for considering the fluid flow phenomena would be 
worth to obtain more accurate data on the microstructure related variables, thermal gradient, G, 
solidification velocity, V.  For p2s1, p2s2, and p4s6 cases, the CPU time was obtained on a 
Linux cluster with 32 CPUs.  The data show that for the highest speed case considered (p4s6), 
the CPU time for the fluid flow simulation was approximately 8 times than that for the heat-
transfer only simulation.  However, the slowest scan speed considered (p2s1), the CPU time for 
the fluid flow simulation was approximately 65 times longer than that for the corresponding 
heat-transfer only simulation.  We have to mention that implementing simulations in moving 
system of reference or adaptive meshes will drastically reduce the CPU time required for these 
simulations. 
 

Table 16. CPU timing for LPBFAM simulations on a Linux Cluster with 32 CPUs. 
Case Scanning 

speed 
Physical 

simulation 
time [ms] 

 CPU [s] Ratio 
CPU_FD to 
CPU_HT 

p2s1 100 2.8 HTS 2692 - 
HTS_FD 176020 65.4 

p2s2 200 5.6 HTS 3996 - 
HTS_FD 71770 17.96 

p4s6 1000 0.64 HTS 3284 - 
HTS_FD 26327 8.02 

CPU without microstructure variable post-processing 
 

3.7 ANALYSIS OF MICROSTRUCTURE DISTRIBUTION WITHIN MELT-POOL 

From numerical simulation results, thermal gradient, G, and solidification velocity, V, were 
obtained in a solidification map format in order to predict the microstructure type (e.g., dendritic, 
cellular).  The properties of a part produced by LPBFAM depend strongly on the properties of 
each single track and each single layer (Yadroitsev and Smurov, 2010).  Line-by-line, the laser 
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beam melts the material along a row of powder-bed and certain bulk material underneath it.  
Considering the track-by-track and layer-by-layer deposition, the microstructure of the LPBFAM 
was found to exhibit a layer-wise layout within a vertical cross-section through the build, in 
which apparent molten pool outline curves can be easily differentiated (Du et al., 2018).  Since 
the microstructural unit of the LPBFAM parts is a single laser melted track, it is worth the study 
of a single-track, keeping in mind the re-melting of the top bulk layer of material and the re-
melting of one corner of the melt-pool due to the overlap during the laser scan for the adjacent 
layer (Figure 14).  Thus, the analysis of the microstructure distribution within a single-track is a 
focus of this study.   
 
Figure 15 shows a schematic of the representative microstructure region for a single-track melt-
pool, indicating the location of vertical lines and horizontal lines along which the calculated data 
for microstructure-related parameters (G and V) can be conveniently obtained and analyzed for 
numerous cases.  
 
 

 
Figure 14. Schematic showing the representative microstructure region within a vertical cross-

section of single-track melt-pool. 
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(a)  

(b)  
Figure 15. Schematic of the representative microstructure region for a single-track melt-pool.  
Position of lines in the (a) vertical and (b) horizontal direction along which microstructure-

related variables would be obtained. 

 
The data shown in Figures 16 for the thermal gradient, G, and solidification velocity, V, was 
obtained along five representative data lines, as follow: 

• “c” label with “x” symbols represent the data on the vertical centerline (Figure 15a), 
• “t” label with circle symbols represent the data on the top surface (Figure 15b), and 
• “h1, h2, and h3” labels with triangle symbols that point towards the left, up, and down, 

respectively, indicate data along the corresponding lines drawn in Figure 15b. 
 
The solidification map data shown in Figure 16, indicate the following: 

1. The highest solidification velocity and lowest thermal gradient is located near the region 
at the top surface in the center of the melt-pool, 

2. The smallest solidification velocity is located always near the bottom of the melt-pool in 
the central region (“c” label with “x” symbols), 

3. The fluid flow model results (HTS_FD) exhibited an increased spread in the V(G) 
variation within the melt pool with respect to the HTS model results (without the fluid 
flow), 

4. The fluid flow model results (HTS_FD) exhibited a decrease in the variation of the 
solidification velocity with the thermal gradient (i.e., flatter profiles), 

5. The p4s6 case exhibit similar results for the HTS and HTS_FD simulations, indicating 
the fluid flow is not important at high laser scan speeds, 

6. For HTS simulations, the data on the vertical centerline (“c” label with “x” symbols) is 
representative for the variation over the entire meltpool (as similar variations were 
observed for the data obtained on the horizontal datalines). 
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(a) (b)  

(c) (d)  

(e)  (f)  

Figure 16. Solidification maps V(G) for: (a) p2s1 (HTS), (b) p2s1 (HTS_FD), (c) p2s2 (HTS), 
(d) p2s2 (HTS_FD), (e) p4s6 (HTS), (b) p4s6 (HTS_FD). 

In order to study the variation in the microstructure length-scale, the estimated PDAS values 
with Hunt’s model with the updated model constants as discussed in Section 3.2.1 are presented 
in this section. The variation of PDAS is presented along the centerline of the melt-pool in 
Figure 17, using the (G, V) data shown in Figure 16 with x symbols.   The PDAS formula used 
in discussed in detail in Section 3.2.1.  Although this analytical PDAS expression is an 
acceptable initial correlation, this analytical expression has to be recalibrated as different 
material properties are used in the HTS model in this study than that used by Ghosh et al. (2018) 
and Keller et al. (2017).  For the sake of simplicity, the PDAS recalibration was not conducted in 
this study and the PDAS values should be used for identifying the qualitative distribution of 
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PDAS and not its absolute values.  The average PDAS measured for p2s1, p2s2, and p4s6 was 
0.72, 0.6, and 0.5 µm (Table 2). The data shown in Figure 17 indicate the following: 

1. For low laser powers (cases p2s1 and p2s2), the PDAS obtained with the fluid dynamics 
model (HTS_FD) is larger than that with the simple HTS model. 

2. For p2s1, PDAS with the fluid flow model is larger by more than 35% as compared with 
the PDAS obtained with the HTS model. 

3. For p2s2, PDAS with the fluid flow model is larger by more than 30% as compared with 
the PDAS obtained with the HTS model. 

4. For p4s6, PDAS exhibit similar values with and without the fluid flow as G and V did not 
exhibit significant variation with the fluid flow.  
 

(a) (b)  

(c)  
Figure 17. Distribution of PDAS, 𝜆�[µm] = 557	𝐺[K/m]@¢.£	𝑉[m/s]@¢.:£, for: (a) p2s1, (b) 

p2s1, and (c) p4s6. 

 

3.8 EXPERIMENTAL DATA FOR SINGLE-TRACK LASER FUSION 

In order to understand the processing envelope of the laser fusion process, a wide range for laser 
power and laser scan speed must be investigated.  Montgomery et al. (2015) considered power 
levels from 50 to 200 W and laser speeds from 0.2 to 1.2 m/s.  In order to cover the entire 
processing space, 36 cases were considered, six power levels and six laser speeds over the ranges 
considered.  At high power and low speeds, i.e., in the upper right corner of (P, U), the melt-pool 
is in the keyhole regime and those cases were excluded from the sensitivity study (Montgomery 
et al., 2015).  To further assess the keyhole regime, the scaling developed in Hann et al. (2010) 
and King et al. (2014) for the keyhole regime based on a normalized enthalpy can be written, as: 
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Using IN625 thermophysical properties and for a laser beam of 80 um, the keyhole criteria 
becomes ;

√«
> 434  [W/ (m/s)-0.5]  

 
In this study, the ranges for the power and scan speeds were considered to be 50-300 W and 0.1-
1 m/s, respectively.  Several cases were selected at different laser powers and scanning speeds in 
order to cover a wide range of process parameters in order to understand the processing envelope 
of the laser fusion process.  Cases with ;

√«
> 434 W/ (m/s)-0.5 were indicated in Table 17 with 

gray cells and were excluded from evaluation in this study. Thus, in addition to the three cases 
introduced in previous Sections (p2s1, p2s2, and p4s6), additional six cases were considered for 
experimental assessment (Table 18).  The SEM micrographs are shown in Figure 18. 
 

Table 17. Calculated variable P/U0.5 used to identify conduction-regime cases. 
 Speed (m/s) 
Power (W) 0.1 0.2 0.25 0.5 0.75 1 

50 158 111 100 70 57 50 

75 237 167 150 106 86 75 

100 316 223 200 141 115 100 

150 474 335 300 212 173 150 

200 632 447 400 282 230 200 

250 790 559 500 353 288 250 

300 948 670 600 424 346 300 
 
 
Table 18. Cases considered for the STLF experimental test matrix for process map assessment in 

the conduction regime. 
 Speed (m/s) 

Power (W) 0.1 0.2 0.25 0.5 0.75 1 
50       

75 p2s1 p2s2 
 

p2s4 
 

p2s6 

100 
      

150 - p4s2 
 

p4s4 
 

p4s6 

200 - - 
    

250 - - - 
   

300 - - - p7s4 
 

p7s6 
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Table 19. PDAS [um] measurements for all process map cases. 
 Speed (m/s) 
Power (W) 0.1 0.2 0.25 0.5 0.75 1 

50       

75 0.72 0.6 
 

0.41 
 

0.33 

100 
      

150 - 1.17 
 

0.57 
 

0.5 

200 - - 
    

250 - - - 
   

300 - - - 0.92 
 

0.6 
 

 
Figure 18. SEM micrographs of the melt-pool for single laser track experiments for process 

maps: (a) p2s4, (b) p2s6, (c) p4s2, (d) p4s4, (e) p7s4, and (f) p7s6. 
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3.9 ANALYSIS OF MICROSTRUCTURE RELATED VARIABLES FOR PROCESS 
MAPS 

Thirty-three cases with different power levels and laser scan speeds were selected for conducting 
multi-physics STLF process simulations and to obtain microstructure-related variables to be used 
for developing the process maps (Table 18).  The cases for which experimental data were 
available were marked with red font.  In total, 57 simulations for the process map were 
considered: 33 simulations for heat-transfer-only, without fluid flow (Table 18), and 24 
simulations with fluid flow (Table 19).  Not all fluid flow cases converged (Figure 19).  The 
spatial distribution of data for the microstructure-related variables, similar to those shown in 
Figure 11 and 12 for the G and V, were used to extract the variation along the centerline of the 
melt pool.   
 

Table 20. Case ID for HTS simulations for the process maps. 
 Speed (m/s) 

Power (W) 0.1 0.2 0.25 0.5 0.75 1 
50 1 2 3 4 5 6 

75 7 8 9 10 11 12 

100 13 14 15 16 17 18 

150 - 19 20 21 22 23 

200 - - 24 25 26 27 

250 - - - 28 29 30 

300 - - - 31 32 33 
 

Table 21. Case ID for fluid flow (HTS_FD) simulations for the process maps. 
 Speed (m/s) 

Power (W) 0.1 0.2 0.25 0.5 0.75 1 
50 

   
4 5 6 

75 7 8 9 10 11 12 

100 
  

15 16 17 18 

150 - 19 20 21 22 23 

200 - - 24 25 26 27 

250 - - - 28 
 

30 

300 - - - 31 32 33 
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Figure 19. Cases run for the fluid flow model (HTS_FD).   

3.9.1 Results for microstructure-related variables obtained for process-map cases 

The variation of the solidification velocity, V, as a function of thermal gradient, G, along the 
centerline of the melt-pool for process map cases at constant power of 75 W is shown in Figure 
20.  These cases were identified as cases 7, 8, 10, and 12 for which the laser speed was 0.1, 0.2, 
0.5, and 1 m/s, as shown in Table 5.   Figure 20a shows the V(G) data for the heat-transfer-only 
simulations while Figure 20b shows the V(G) variation for the fluid flow simulations.  The data 
shows that solidification velocity is similar in magnitude for the heat-transfer-only and fluid-flow 
simulations, while the thermal gradient for the fluid-flow simulations is smaller than that for the 
corresponding heat-transfer-only simulations.   
 

(a) (b)  
Figure 20. Solidification maps V(G) at constant power of 75 W at laser speed of 0.1, 0.2, 0.5, and 

1 m/s (a) heat-transfer-only simulations, and (b) fluid flow simulations. 

The solidification map along the vertical centerline of the melt-pool for all heat-transfer-only 
HTS cases is shown in Figure 21.  It has to be mentioned that the microstructure selection map 
based on Hunt’s model for IN625 need to be updated for the specific alloy conditions, e.g., 
number of nucleation sites.   Thus, the solidification maps presented in this section were 
assembled for the sake of completion.  These solidification maps can be updated as more data 
would be available about the microstructure selection map based on Hunt’s model.  Here, the 
data on the vertical centerline was chosen as being representative for the typical V(G) variation 
within the entire melt-pool. The solidification map along the vertical centerline of the melt-pool 
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for the fluid flow HTS_FD cases is shown in Figure 22.  The data shows that that near the top-
region (shown with t,c subscripts) is characterized by minimum values for G and highest values 
for V.  On the bottom region of the melt-pool (shown with mp subscripts), maximum values for 
G were observed and minimum values for V, in contrast with the top-region data.  The data 
shows that for the solidification conditions in all the cases run, a columnar dendritic 
microstructure is expected.    
 

 
Figure 21. Solidification maps V(G) along the centerline of the melt-pool for all 33 HTS cases. 

 

 
Figure 22. Solidification maps V(G) along the centerline of the melt-pool for all 24 fluid-flow 

HTS_FD cases. 
 

 
In Figure 23, a correlation was attempted for the thermal gradient, G, as a function of a new 
variable, variable Power/Speed0.5.  The data shows that the thermal gradient at the top-region of 
the melt-pool, its average over the entire dataline, and its minimum value (at the melt-pool edge) 
exhibit an exponential variation with respect to ;

√«
, as: 
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𝐺(𝑃, 𝑈) = 𝐶�𝑒
@�>

´
√µ  (15) 

 
 

 
Figure 23. The variation of the thermal gradient, G, along the centerline of the melt-pool for all 

HTS cases as a function of the variable Power/Speed0.5 [W/(m/s)0.5]. 
 

 
4. SUBJECT INVENTIONS (AS DEFINED IN THE CRADA)  

None. 

5. COMMERCIALIZATION POSSIBILITIES 

Commercialization possibilities will be explored at GE Global Research (GEGR). GEGR 
headquartered in Niskayuna, NY, is one of the world’s oldest and most diverse industrial research 
facilities. GEGR has proven expertise and capability in Additive manufacturing (AM), with a well-
established record of delivering key technological advancements through partnerships with 
universities, national laboratories, and industrial partners. GE is committed to the development of 
equipment, materials, and processes that will mature AM technology from a prototyping tool to a 
production process across all GE businesses. GE Global Research is equipped with total six 
powder-bed laser AM machines – three from SLM Solutions and three dual-beam M2 Cusing from 
Concept Laser, a GE Additive Company. In addition, GE Aviation, a close partner of GE Global 
Research, is the largest user of metal powder-bed technology in the world. 40,000 AM nozzles 
will be produced each year at GE’s facility in Auburn, Alabama. GE also committed $32 million 
additive manufacturing research Centre in Findlay Township, Pennsylvania to support technical 
development. 
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6. PLANS FOR FUTURE COLLABORATION  

Possible plans for future collaboration in the near future include: 
1. Another phase I for HPC4Mfg program, would investigate the fluid dynamics effects on the 

solidification microstructure for the single-track laser fusion (STLF) conditions.  Here the 
microstructural models for the primary dendrite arm spacing (PDAS) and solidification maps 
will be updated for the GERC experimental conditions in order to enable a quantitative 
analysis of the microstructure distribution for STLF. 

2. A phase II for HPC4Mfg program.  This second option extend Truchas from the current 
single-track laser fusion (STLF) to the full Laser Powder Bed Fusion Additive 
Manufacturing (LPBFAM) process.  The data in phase I (this project) indicated that a 
comprehensive fluid flow model is needed to fully cover all the process conditions, including 
the keyhole regime.  Thus, the Truchas’s existent free-surface model, which was fully 
validated for pure fluid flow simulations without phase changes, will be changed to account 
for the recoil pressure effect and free-moving boundaries at the top surface, from what is now 
a fixed horizontal surface.  

 
7. CONCLUSIONS 

In this project, multi-physics simulations were conducted using a highly parallel open-source 
code, Truchas, with the ultimate goal of providing experimentally validated process maps for 
tailoring microstructure to achieve desired performance for the Laser Powder Bed Fusion 
Additive Manufacturing (LPBFAM) process.  As a critical step towards fully LPBFAM 
modeling, modeling of single-track laser fusion (STLF) were conducted.   The availability of the 
open-source code enabled the development of several user-subroutines to handle boundary 
conditions that were found to be crucial to the modeling of the STLF process.  From numerical 
simulation results, several variables, such as thermal gradient, G, and solidification velocity, V, 
were obtained in order to predict the microstructure type (e.g., dendritic, cellular) and its length-
scale.  Multi-physics models considered heat transfer, phase-change, evaporation, fluid 
dynamics, and surface tension phenomena.  In order to assess the effect of the fluid dynamics on 
the solidification and ensuing microstructure, a heat transfer-and-solidification-only (HTS) 
model and a fully coupled heat-transfer-solidification and fluid-dynamics (HTS-FD) model were 
considered.  In the HTS_FD model, the fluid flow was considered to be laminar while the molten 
alloy surface is assumed to be flat and non-deformable.  In all, a total of final 102 simulations 
were conducted at HPC systems at ORNL including Titan and CADES.  The overall 
computational effort including all the simulations was estimated to be at approximately 1.57 
MCH (million core hours).  
 
The numerical simulation results indicate that the fluid dynamics and surface tension phenomena 
affect the distribution of the solidification and microstructure within the melt-pool. The results 
also show that the melt-pool shape is affected by the fluid dynamics.  Experimental data at 
GEGR, provided as in-kind for this project, indicate that the liquid pool shape is elongated, 
similar to the predicted melt-pool for the case when the fluid dynamics and surface tension 
phenomena were considered.   
 
A methodology for combining a global-master simulation and a local simulation were developed 
to reduce the CPU time required to simulate LPBFAM.  The Truchas code was adjusted to 
handle the moving system of reference simulations needed for the local simulation.  Since 
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significant resources beyond the scope of this project were needed to postprocess the steady-state 
results from the local simulation to obtain the microstructure variables, the full implantation of 
the global-local simulations was halted. 
 
In order to validate Truchas for STLF and LPBFAM modeling, experimental data, which was 
obtained at GEGR for liquid pool shape and microstructure, were compared with those from 
numerical simulation results.  The applicability of the current Truchas code to simulate a keyhole 
regime case was evaluated.  For this keyhole regime case, numerical simulation results indicate 
that the melt-pool shape was typical to that of the conduction case with deviations as large as 
78% from the measured melt-pool depth.  Thus, only cases in the conducting regime were 
considered for remainder of the project.  Two sensitivity studies were conducted by varying the 
evaporation flux and the surface tension coefficient at fixed laser absorptivities of 0.5 and 0.3, 
respectively.  The overall combined error between the calculated values with the HTS_FD model 
and measured values for both width and height of the melt-pool dimensions was attained for a 
surface tension coefficient of -0.75e-4 N/m.  
 
An analytical solidification model for the columnar-to-equiaxed transition (CET) in rapid 
solidification was used to assess the microstructure variation within the melt-pool. The 
solidification map CET model was developed by Hu et al. (2018) based on Hunt (1984) 

Gäumann et al. (2001) formalisms.  Without having experimental data on the number of 
nucleation sites for the experiments modeled, the CET curves used in this study for IN625 were 
those obtained by Hu et al. (2018) at volume fraction of equiaxed dendrites of 0.66% and 49%.   
From numerical simulation results, thermal gradient, G, and solidification velocity, V, were 
obtained in order to predict the microstructure type (e.g., dendritic, cellular).  The spatial 
distribution of the microstructure variables in a vertical cross-section through the solidified track 
of liquid pool, normal to the laser scanning direction, were obtained. For the fluid-flow HTS_FD 
model, G was found to exhibit a maximum at the extremity of the solidified pool (i.e., at the free 
surface). By contrast, for HTS simulations, G was found to exhibit a maximum around the entire 
edge of the solidified pool.  For the HTS_FD simulations, the minimum values of the cooling 
rate, GV, were found to be approximately half than their corresponding values for HTS 
simulations.  By contrast with the min GV values, the maximum values for GV were found to 
occur for the HTS_FD simulations.  Thus, HTS_FD simulations were found to exhibit a wider 
range of cooling rates than the HTS simulations.  
 
Concerning the solidification maps, the variation of the solidification velocity, V, as function of 
the thermal gradient, G, was obtained along five representative data lines.   The fluid flow model 
results (HTS_FD) exhibited an increased spread in the V(G) variation within the melt pool with 
respect to the HTS model results (without the fluid flow).  The fluid flow model results 
(HTS_FD) exhibited a decrease in the variation of solidification velocity with the thermal 
gradient (i.e., flatter profiles). 
 
A correlation model based on Hunt’s (1979) power law dependence on thermal gradient and 
solidification velocity for primary dendrite arm spacing (PDAS), which was developed by Ghosh 
et al. (2018) using the data on G and V from HTS simulations.  Although this analytical PDAS 
expression is an acceptable initial correlation, this analytical expression needs to be recalibrated 
in the future for quantitative studies as different material properties are used in the HTS model in 
this study than that used by Ghosh et al. (2018) and Keller et al. (2017).  For the sake of 
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simplicity, the PDAS recalibration was not conducted in this study and the PDAS values should 
be used for identifying the qualitative distribution of PDAS and not its absolute values.   
For low laser powers and low laser speeds, the PDAS obtained with the fluid dynamics model 
(HTS_FD) was larger by more than 30% with respect to the PDAS calculated with the simple 
HTS model.  
 
In the second part of the project, fifty-seven simulations were conducted in order to obtain data 
on microstructure variables that can be used for process map development: 33 simulations with 
the heat-transfer-only (HTS) model and 24 simulations with the fluid flow model (HTS_FD). 
The solidification map data shows that for all simulations, a columnar dendritic microstructure 
would be expected.  It was found that the minimum, average, and maximum thermal gradient 
exhibit exponential variations with respect to a process variable defined as the ratio between the 
power and square root of scan speed.  The simulation data for the fluid-flow model (HTS_FD) 
indicated that the fluid flow and surface tension effects must be considered when developing the 
process map for the STLF and finally for LPBFAM process.  
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9. APPENDIX A. MATERIALS PROPERTIES 

The calculated data using JMatPro software (Saunders et al., 2003) for specific heat and thermal 
conductivity is shown in Figure 25.  Where available, the property data was compared against 
independent property data.  For example, the calculated liquid viscosity was shown in Figure 26 
against the data obtained with a formula from Mills et al. (2006), indicating a good agreement 
between the two sets of data.  The calculated data on the surface tension coefficient is shown in 
Figure 27a.  The surface tension coefficient, ds/dT, was calculated as the first derivative of the 
data in Figure 27a and it is shown in Figure 27b. 
 

(a) (b)  
Figure 24. Calculated specific heat and thermal conductivity of IN625. 

 

 
Figure 25. Calculated liquid viscosity of IN625. 

 

(a) (b)  
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Figure 26. Calculated surface tension and surface tension coefficient for IN625. 
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10. APPENDIX B. CUBIT MESH – JOURNAL FILE 

brick x 1.1 y 0.5 z 0.4. ! dimensions in mm 
move volume 1 x 0.55 y 0.25 z -0.2 
brick x 1.1 y 0.5 z 0.6 
move volume 2 x 0.55 y 0.25 z -0.7 
imprint body all 
merge body all 
curve 4 interval 10. # X 
curve 3 interval 7  # Y  
curve 9 interval 8 # Z 
mesh volume 1 
# refine about 0.5 in the Z direction with 41.6 um 
refine node in curve 4 with x_coord < 0.5 depth 4 
# refine about 0.208 um in the Z direction with 13.9 um 
refine node in curve 4 with x_coord < 0.6 depth 6 
refine node in curve 4 with x_coord < 0.56 depth 13 
curve 21 interval 6 
curve 21 scheme bias factor 1.14 start vertex 7 
propagate curve bias volume 2 
volume 2 scheme sweep source surface 2 target surface 8 
mesh volume 2 
#Specify sidesets for Boundary Conditions in Truchas 
# top surface 
sideset 1 surface 1 
# bottom surface 
sideset 2 surface 8 
# y min 
sideset 3 surface 3 9 
# x min 
sideset 4 surface 4 10 
# y Max 
sideset 5 surface 5 11 
# x Max 
sideset 6 surface 6 12 
# only one body 
block 1 volume 1 2 
block 1 element type HEX 
nodeset 100 volume all 
set large exodus file off 
export mesh "refined_mesh_ge.exo" 1 overwrite 
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Figure 27. Pictures of the mesh: (a) entire volume and (b) close view of refined region. 

  



 

54 

 
 

11. APPENDIX C. SIMULATION SETUP 

Preliminary STLF simulation runs indicated that Truchas exhibited poor convergence with the 
default setup for the onset of fluid flow and surface tension.  The following solutions were found 
to overcome this poor convergence due to the early onset of the fluid flow with surface tension 
forces in Truchas: (1) turn on the CFD model when an adequate number of computational cells 
are in the liquid state, (2) restart a new CFD simulation after heat transfer and solidification 
simulation reached a stated state with an adequate number of fluid cells.  The second option, in 
which the fluid dynamics simulations were conducted as a restart simulation run, is illustrated in 
Figure 28.  The heat-transfer-and-solidification model (HTS) was run until the laser beam was 
scanned over a distance that is approximately three beam diameters (3 db).  At that time, a 
physical time t1=3 db/U would be reached, and the multi-physics heat transfer, phase-change, 
fluid dynamics, and surface tension (HTS_FD) simulation would be restarted.    The end of the 
physical simulation time was selected to be tend=13 db/U.  This end-time was selected to allow 
enough physical simulation time to obtain the microstructure related variables within the steady 
state, which was estimated to be reach at a physical time of approximately 7 db/U.  Length-scales 
and corresponding time-scales for the multi-simulation runs were shown in Table .   
 
 

 
Figure 28. Schematic of combined HTS and HTS_FD simulation setup.   

 
Table 22. Length-scales and corresponding time-scales for the HTS and HTS_FD simulation 

setup. 
Time Laser-beam Position Model Speed 

0 -0.5 db HTS U 
t1 2.5 db HTS U 
t1 2.5 db HTS_FD U 

tend 12.5 db HTS_FD U 
tend 12.5 db HTS_FD 0 
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12. APPENDIX D. TRUCHAS INPUT FILE  

#short_remarks surface heating for laser; microstructure 
#P1 (100 W), S1 (300 mm/s); Bulk alloy (Plate); M - microstructure, ST - surface 
tension, E - evaporation Hertz-Knudsen for mass evaporation with Clausius-Clapeyron 
for saturation pressure; Conversion factors MKS to mm,g,ms: 1 J [kg m^2 / s^2]=1e3 g 
mm^2/ms^2; 1 W [J/s]=1[g mm^2 /ms^3]; 1 W/m^2 = 1e-6 [g /ms^3] 
 
&MESH 
       Mesh_File             = 'redefined_v3.exo'   ! x =0.12cm   y = 0.05cm   z = 
0.1cm  
/ 
  
&OUTPUTS 
 Output_T                    = 0.0, 9.0         
 Output_Dt                   = 0.55  
 Short_Output_Dt_Multiplier  = 1 
/ 
&DS_BOUNDARY_CONDITION 
        Name                        = 'laser_beam' 
        Variable                    = 'temperature' 
        Condition                   = 'flux' 
        Face_Set_IDs                = 1 
        Data_Function               = 'moving-source'          
/ 
&FUNCTION 
        Name                        = 'moving-source' 
        Type                        = 'library' 
        Library_Path                = '/truchas_user_sub_ge1/libpath.so' 
        Library_Symbol              = 'flux_surface_gaussian' 
        Parameters                  = 0.05 0.3 75.0 0.08 3.36 0.0 10E25       ! speed, 
efficiency, beam_power, beam_dia, r_max_restriction, z_top, q_max 
/ 
&PHYSICS 
  Heat_Transport              = .true. 
  Fluid_Flow                  = .true. 
  !Inviscid                    = .false. 
  Surface_tension             = .true. 
  Porous_flow     = .false. ! .true., 
  body_force = 0.0, 0.0, -9.8e-3 
/ 
&PHYSICAL_CONSTANTS 
        Stefan_Boltzmann            = 5.67e-14     ! g-mm-ms units 
/ 
&SURFACE_TENSION 
        Csf_Boundary                = .true. 
        Bndry_Face_Set_Ids          = 1 
        Dsig_Dt                     = -0.075e-6      ! [(g-mm/ms^2)/(mm-K)] 
        Sigma_Constant              = 1.0          ! not used, but needed at input  
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'top_rad' 
 Variable      = 'temperature' 
 Condition     = 'radiation' 
 Face_Set_IDs  = 1 
 Data_Constant = 0.7, 300.0      ! Emissivity, Ambient_Temp.(K) for radiation BC 
/ 
&DS_BOUNDARY_CONDITION 
  Name          = 'top_convec' 
  Variable      = 'temperature' 
  Condition     = 'HTC' 
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  Face_Set_IDs  = 1 
  Data_Constant = 15.0E-6, 300.0 
/ 
&EVAPORATION 
 
 face_set_ids = 1 ! identical to 'top_rad' 
 prefactor = 3.378652e+09 ! A in problem units [energy/area-time  
 temp_exponent = -0.5 ! beta 
 activation_energy = 372100.0 ! E_a in J/mol, NOT problem units 
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'bottom' 
 Variable      = 'temperature' 
 Condition     = 'HTC' 
 Face_Set_IDs  = 2 
 Data_Constant = 1000.0E-6, 300.0     ! Initial_Temp.(K) of the bottom of the 
start plate  
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'ymin' 
 Variable      = 'temperature' 
 Condition     = 'flux' 
 Face_Set_IDs  = 3 
 Data_Constant = 0.0                   ! Zero_Flux (Adiabatic BC); symmetry on 
front surface 
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'xmin' 
 Variable      = 'temperature' 
 Condition     = 'HTC' 
 Face_set_ids  = 4 
 Data_Constant =  200.0E-6, 300.0                  ! htc on left surface 
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'ymax' 
 Variable      = 'temperature' 
 Condition     = 'HTC' 
 Face_Set_IDs  = 5 
 Data_Constant =  200.0E-6, 300.0                  ! htc on back surface 
/ 
&DS_BOUNDARY_CONDITION 
 Name          = 'xmax' 
 Variable      = 'temperature' 
 Condition     = 'HTC' 
 Face_Set_IDs  = 6 
 Data_Constant =  200.0E-6, 300.0                  ! htc on right surface 
/ 
##### ASSIGN MATERIALS AND INITIAL CONDITIONS ################### 
 
&BODY 
  surface_name = 'from mesh file' 
  mesh_material_number = 1 
  material_number = 1 
  temperature = 300.0 
/ 
&MICROSTRUCTURE 
   material = "IN625" 
   cell_set_ids = 1 
   ! symmetry_face_sets = 1 
   grad_abs_tol = 0.0 
   grad_rel_tol = 1.0e-5 
   vel_max = 100.0 
   vel_lo_solid_frac = 0.05 
   vel_hi_solid_frac = 0.95 
   gv_model_file = 'in625-gv-model1.txt' 
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 / 
&MATERIAL 
  material_name = 'IN625-sol' 
  material_number = 1 
  immobile= .true. 
  priority = 1 
  density = 1.0 ! not void 
  material_feature = 'background' 
/ 
&PHASE  
 name = 'IN625-sol'  
 property_name(1) = 'density',       property_constant(1) = 7.7e-3 ! g/mm^3 
 property_name(2) = 'specific heat', property_function(2) = 'IN625-sol-Cp' 
 property_name(3) = 'conductivity',  property_function(3) = 'IN625-sol-k' 
/ 
&FUNCTION ! (g-mm^2/ms^2)/g-K 
  name = 'IN625-sol-Cp' 
  type = 'polynomial' 
  poly_coefficients   = 361.8513, 0.1251116, 1.740843e-4, -7.527126e-8 
  poly_exponents(1,:) = 0,        1,         2,        3 
  poly_refvars(1) = 0.0  ! curve fit data in [K] not Celsius 
/ 
&FUNCTION ! (g-mm^2/ms^3)/mm-K 
  name = 'IN625-sol-k' 
  type = 'polynomial' 
  poly_coefficients   = 4.929465e-3, 1.574994e-5 
  poly_exponents(1,:) = 0, 1 
  poly_refvars(1) = 0.0  ! curve fit data in [K] not Celsius 
/ 
&MATERIAL 
  material_name = 'IN625-liq' 
  material_number = 2 
  immobile= .false. 
  priority = 2 
  density = 1.0 ! not void 
/ 
&PHASE 
  name = 'IN625-liq' 
  property_name(1) = 'density',       property_constant(1) = 7.7e-3   ! g/mm^3 
  property_name(2) = 'specific heat', property_constant(2) = 700.0    ! (g-
mm^2/ms^2)/g-K 
  property_name(3) = 'conductivity',  property_constant(3) = 30.0e-3   ! 1 W/m-K  =  1 
(kg-m/s3-K) = 10e-3 (g-mm/ms3-K) 
  property_name(4) = 'viscosity',     property_function(4) = 'IN625-visc-ornl' 
  property_name(5) = 'density deviation', property_function(5) = 'IN625-liq-drho' 
/ 
&FUNCTION 
  name = 'IN625-liq-drho' 
  type = 'polynomial' 
  poly_coefficients = 0.13567, -9.0197e-5, -7.9917e-9 
  poly_exponents(1,:) = 0, 1, 2 
  poly_refvars(1) = 273.0 
/ 
&FUNCTION ! [g/mm-ms] 
  name = 'IN625-visc-ornl' 
  type = 'polynomial' 
  poly_coefficients = -0.7891836e-6, 1.323343e-2, -4.364599e+1, 7.061531e+4 
  poly_exponents(1,:) = 0, -1, -2, -3 
  poly_refvars(1) = 0.0 ! curve fit data in [K] not Celsius 
/ 
&MATERIAL_SYSTEM 
  name = 'IN625' 
  phases = 'IN625-sol', 'IN625-liq' 
  transition_temps_low  = 1563.0  ! [K] 
  transition_temps_high = 1623.0  ! [K] 
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  smoothing_radius = 5 ! [K] 
  latent_heat = 290000.0 ! [g-mm^2/ms^2/g] 
/ 
&DIFFUSION_SOLVER 
 Abs_Temp_Tol            = 0.0 
 Rel_Temp_Tol            = 1.0e-2  ! 8.0e-5  ! started with 1.0e-3 
 Abs_Enthalpy_Tol        = 0.0 
 Rel_Enthalpy_Tol        = 1.0e-2 
 NLK_Tol                 = 0.02 
 NLK_Preconditioner      = 'HYPRE_AMG' 
   Max_NLK_itr             = 5 
        Stepping_Method         = 'Adaptive BDF2' 
        pc_amg_cycles           = 2  ! 2  
        verbose_stepping        = .true. 
         
/ 
&NUMERICS 
 Dt_Init                 = 1.0e-05 
 Dt_Max                  = 1.0e-3 
 Dt_Min                  = 1.0e-14 
  Courant_Number          = 0.3 
  Discrete_Ops_Type       = 'ortho' 
  Projection_Linear_Solution = 'projection' 
  Viscous_Implicitness    = 0.5 
  Viscous_Linear_Solution = 'viscous' 
/ 
&LINEAR_SOLVER 
  Name                    = 'projection' 
  Method                  = 'fgmres' 
  Preconditioning_Method  = 'ssor' 
  Convergence_Criterion   = 1.0e-10 
  Relaxation_Parameter    = 1.4 
  Preconditioning_Steps   = 2 
  Stopping_Criterion      = '||r||' 
  Maximum_Iterations      = 2000 
/ 
&LINEAR_SOLVER 
  Name                   = 'viscous' 
  Method                 = 'fgmres' 
  Preconditioning_Method = 'diagonal' 
  Stopping_Criterion     = '||r||/||b||' 
  Convergence_criterion  = 1.0e-10 
  Relaxation_Parameter   =1.0 
  Preconditioning_Steps  = 5 
  Maximum_Iterations     = 500 
/ 
&PROBE 
         Probe_Name = 'A_t' Probe_Coords = 0.52, 0.0, 0.0, 
/ 
&PROBE 
         Probe_Name = 'A_m' Probe_Coords = 0.52, 0.0, -0.02, 
/ 
&PROBE 
         Probe_Name = 'A_b' Probe_Coords = 0.52, 0.0, -0.04, 
/ 
&PROBE 
         Probe_Name = 'B_t' Probe_Coords = 0.6, 0.0, 0.0, 
/ 
&PROBE 
         Probe_Name = 'B_m' Probe_Coords = 0.6, 0.0, -0.02, 
/ 
&PROBE 
         Probe_Name = 'B_b' Probe_Coords = 0.6, 0.0, -0.04, 
/ 
&PROBE 
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         Probe_Name = 'C_t' Probe_Coords = 0.68, 0.0, 0.0, 
/ 
&PROBE 
         Probe_Name = 'C_m' Probe_Coords = 0.68, 0.0, -0.02, 
/ 
&PROBE 
         Probe_Name = 'C_b' Probe_Coords = 0.68, 0.0, -0.04, 
/ 
 
in625-gv-model1.txt file 
{ 
  "gv-model-type": "gv1", 
  "theta1": 0.05, "theta1p": 0.04, 
  "theta2": 0.95, "theta2p": 0.94, 
   
            "theta-gv": 0.10,  //  GV taken at this solid fraction 
      "liquidus-slope": -7.5,  //  [K/C] 
         "solute-conc": 0.50,  //  [C] 
      "partition-coef": 0.61,  //  [unitless] 
     "liq-sol-delta-T": 15.0,   //  [T] 
         "diffusivity": 9.0e-9, //  [L^2/T] 
  "gibbs-thomson-coef": 1.0e-7,  //  [K-L] 
    "instability-coef": 0.1,   //  [unitless] 
     "coarsening-coef": 10.0e-6    //  [L/T^{1/2}] to be updated later 
} 
 
// K = temperature unit 
// L = length unit 
// C = concentration unit 
// T = time unit 
 


